
©2024 Databricks Inc. — All rights reserved 1

Vikram Chatterji
June 11, 2024

Mitigating LLM 
Hallucination Risk
Through Research 
Backed Metrics



©2024 Databricks Inc. — All rights reserved©2024 Databricks Inc. — All rights reserved 2

NLP at scale

Bottleneck:
Input / Output 
Evaluations cost 
millions $$ and took 
months.

AI Evaluations at 
Scale. Powered by 
research-backed 
metrics

Focus for today:
As NLP has transitioned to GenAI, what does this mean 
for Evaluations of these new ‘AI Systems’? We will 
discuss 2 new methods for high accuracy metrics.
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Non-deterministic 
nature of LLMs 
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“LLMs are dream machines”



©2024 Databricks Inc. — All rights reserved 5

“Dreams” : feature or bug?
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We are in the Era of Non-
Deterministic Software.

= New crop of concerns 
for Enterprise AI 
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McKinsey State of AI Report 2024

https://www.mckinsey.com/capabilities/quantumblack/our-insights/the-state-of-ai
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How 
AI Teams 
Detect/Evaluate 
Hallucinations
Today.



Quantifying LLM Hallucinations

N-Gram Matching Ask GPT 

There are 3 Techniques…

Human Evaluation

1 2 3



● BLEU | ROUGE-N Compare to one or 
more reference completions. A score 
between zero and one indicating 
similarity to the reference, one indicating 
a perfect match

● METEOR Consider synonym, stemming 
and word order to improve 
comprehensiveness.

● Translation quality estimation
● Summarization
● Image Captioning

1 N-Gram Matching

Metrics that use N -Gram Matching… …and their applications 

Shortcomings

● Limited to one or few references
● No semantic understanding
● Reliance on precise matches
● Novelty and style not considered
● Too granular

Evaluation Technique



● G-Eval Ask an LLM to rate a response 
between 1 and 5.

● SelfCheck-Bert Checking consistency 
between an LLM response and a large 
number of additional responses.

● ChatProtect Similar approach to 
SelfCheckGPT, works at a sentence 
level and uses self-consistency 
between multiple responses.

● Translation
● Summarization
● Q&A

Metrics that use Ask GPT … …and their applications 

Shortcomings

● Blackboxed techniques

● Prohibitively expensive

● Lack of explainability

2 Ask GPT
Evaluation Technique



● Custom feedback scores

● Qualitative assessments by SMEs

● Aggregates across evaluators

Human Evaluation includes Shortcomings

● Very high cost: human capital for 
evaluators and QA managers (labeling 
cost has shifted to evaluations)

● Very slow: takes days for humans to go 
over and assign evaluation comments. 

● Biased: Evaluation criteria often 
differently understood by different 
evaluators

3 Human Evaluation
Evaluation Technique



We need a "new category" of LLM evaluation metrics that are …
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Highly accurate

Scalable to diverse and real-world tasks

cost effective

We need a "new category" of LLM evaluation metrics that are …



Highly accurate

Scalable to diverse and real-world tasks

cost effective

low latency

We need a "new category" of LLM evaluation metrics that are …



©2024 Databricks Inc. — All rights reserved©2024 Databricks Inc. — All rights reserved 18

2 Research Backed 
High-Efficacy 
Techniques
for Hallucination 
Mitigation.
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Introducing

A new methodology for evaluating LLMs
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A new method for evaluating LLMs

** in some situations a second LLM is queried

Chaining
Using a specialized prompt, the LLM is asked to judge 
if the original completion contained hallucinations, 
justifying with a chain-of-thought explanation.

Polling or Ensembling
The above step is ensemble, i.e. the chaining step is 
run multiple times, typically 5, in a batch inference 
fashion.
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Completion + 
Log probs

User

Algorithm

LLM

Query

LLMs

Galileo Modules

External components
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Completion + 
Log probs
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Completion + Log probs 
+ CoT Prompt

Completion + 
Log probs

User

Chain of Thought 
Poll Ensembling

Log probs 
Present?

Detailed 
CoT

(LLM)

Generate 
Logprobs 
from "Prob 

Model"

LLM

Query

Completion + 
Generation 

Prompt

YES

NO

Completion + Log probs + 
CoT Prompt

LLMs

Galileo Modules

External components

Algorithm
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Completion + Log probs 
+ CoT Prompt

Completion + 
Log probs

User

Chain of Thought 
Poll Ensembling

Final score (0, 1) + 
Explanation

Log probs 
Present?

Detailed 
CoT

(LLM)

Generate 
Logprobs 

from "Prob 
Model"

Cleanup & 
Optimization 

module

[ correctness, 
chain_of_thought_reason ]

LLM

Query / 
Prompt

Completion + 
Generation 

Prompt

YES

NO

Completion + Log probs + 
CoT Prompt

LLMs

Galileo Modules

External components

Algorithm

N=5

gpt 3.5 (default)
gpt 4
Galileo CoT LLM
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Aggregate AUROC across a diverse range of test datasets

11 percentage points more 
accurate than next best 
technique

Results

0.748
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Higher 
evaluation 
accuracy 

compared with 
other evaluation 

methods

Provides 
human-

understandable
feedback

Advantages
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Higher 
evaluation 
accuracy 

compared with 
other evaluation 

methods

Limitations

Lower latency 
than ‘Ask GPT’, 

but not low 
enough for 
production 

response eval.

LLM in the loop 
does add to 

cost per query.

Hard to 
customize per 
use case for 

‘last mile’ 
evaluation 
accuracy 

(74% → 95%)

Provides 
human-

understandable
feedback
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Industry -leading evaluation accuracy
Near $0 cost, Millisecond latency. 

Evaluation that pushes us beyond ‘human vibe checks’ and ‘ask-GPT’.
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Evaluation Foundation Models

For RAG metrics: DeBERTa-v3-Large fine-tuned with 
a custom hallucination classifier on each response 
token with pre-trained NLI model weights as the 
starting point.

https://arxiv.org/pdf/2406.00975

1. Ultra low latency: Multi-headed, single-
backbone model for all RAG evaluation metrics.

2. Adaptable: Instituted chunking intelligence
to cater to varying context lengths`

3. Generalized: Extensive, high quality data 
procurement across industries and use cases

4. Customizable: Easy & cheap to fine-tune and 
make it your own
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Evaluation Foundation Models

18% more 
accurate
than GPT 3.5
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Evaluation Foundation Models

97% cheaper
than using 
GPT 3.5
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Evaluation Foundation Models

91% faster
than using 
GPT 3.5
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Evaluation Language Models

Why this matters
Enterprise-grade production 
applications powered by generative 
AI require low-latency, low-cost, 
high-accuracy evaluation metrics.
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Evaluation Language Models

Luna made possible 
the  Launch of
Galileo Protect®

Real-time Evaluation Firewall
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This enables true real-time, accurate LLM response evaluation



Research backed. 2 years in the making.
Bespoke EFMs, across 11 Evaluation Tasks (with more to come!)

➤ Chunk Attribution

➤ Chunk Utilization

➤ Context Relevance

➤ Completeness

➤

➤ Context Adherence

➤ Correctness

➤ Toxicity

➤ Bias

➤ PII

➤ Tone

➤ Prompt Injections

Hallucinations RAG Quality Safety

Solve the last mile 
evaluation accuracy 
problem:
Fine tune Galileo’s Luna Models to 
make them your own

Customize 

Galileo Luna® Evaluation Foundation Models

Case study:
F50 Telco fine tuned the Galileo 
Luna Adherence model with 
760 rows of data to increase 
accuracy from 78% to 96%



Galileo Luna®: In Action for Real-Time Evaluation



Galileo Luna® In Action for Real-Time Evaluation



Galileo Luna®: In Action for Real-Time Evaluation



Galileo Luna® Learn More

Register at www.rungalileo.io
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Live Demo of 
Each Technique.
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